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In a world of Big Data...

m Google/Yahoo! approaching 1B daily visitors.
m 3B yearly doctor’s visits in the US (records digitized).
®m CERN currently storing > 100 petabytes of data.

® The NSA collects.... everything.



In a world of Big Data...

m Google/Yahoo! approaching 1B daily visitors.
What ads fo showe

m 3B yearly doctor’s visits in the US (records digitized).
How to treat patientse

®m CERN currently storing > 100 petabytes of data.
Which of the events contain an interesting signale

® The NSA collects.... everything.
Who is a terroriste



Some Opportunities and Challenges n

Can handle rich / interesting classes of function:s.

Should be really fast (linear tfime, faster?)

Have petabytes of data

Can label only some of it.

Can finally predict accurately.

Must predict quickly! (Or otherwise limited.)



Weights and Measures n

mweighing — keep frack of “performance”
without needing to remember the history.

B measuring — given the weights, how to
properly “measure” them to determine the
correct outcomeze




Optimal and Efficient
Contextual Bandits

“the world is a bandit problem”

with
Beygelzimer, Dudik, Hsu, Kale, Karampatziakis,
Langford, Li, Schapire, Zhang




What is the Bandit Settinge

® The name bandit refers 1o slot machines in
Casino.

® You choose actions (e.g. which machine to play),
one after another. These actions come with
rewards.

m Goal is to minimize your regret — informally, how
well you did compared to how well you could
have done.

® Bound expected regret or bound regret w.h.p.
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Republicans
divided as DHS
shutdown looms
Paul Kane and Sean
Sullivan

As the Wnite House
prepares for a shutdown of
Homeland Security, Sen.
Mitch McConnell set up
separate votes on
immigration action that may
create a path to pass the
agency's funding bill.

“What to expect if DHS
shuts down

Study finds possible
cure for peanut
allergies: Peanuts

Lenny Bernstein

New research has found
tnat feeding children small
amounts of peanut protein
whnen they are infants can
reduce the rate of the
allergy.

A vendor shows customers cellphones in

Rawalpindi, Pakis

tan. (Getty)

Pakistanis’ choice: Register your
fingerprints or give up your cellphone

Tim Craig and Shaiq Hussain

In a move to curd

terronism, Pakistan

launcnhed one of the world's largest — and
fastest — efforts to compile a biometric

database.
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9/21/2010
Regretting the dead

Tags: Exploration,Machine Learning,Online — jl@ 9:31 pm

Nikos pointed out this new york times article about poor clinical design killing people. For
those of us who study learning from exploration information this is a reminder that low
regret algorithms are particularly important, as regret in clinical trials is measured by patient
deaths.

Ehe New Yok Eimes Research

New Drugs Stir Debate on Rules of Clinical Trials

¥

Monica Almeida/The New York Times, left

Two Cousins, Two Paths Thomas McLaughlin, left, was given a promising experimental drug to treat his lethal skin cancer
in a medical trial, Brandon Ryan had to go without it.



Contextual Bandits [Auer et al. '02] KR
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Contextual Bandits [Auer et al. '02] KR

context: X,

@ N experts/function

think of N >> K



Contextual Bandits [Auer et al. '02] KR

context: X,

1 K
the contexts & rewards can come
2 a <«— from a distribution (stochastic) or be
adversarial

3 f The experts can be present
(contextual) or not. —>

@



& harder than supervised (usual) learning:

In the bandit setting, we do not know the
rewards of actions not taken.

& many applications:
Medicine, ad auctions, finance, ...

& exploration/exploitation dilemma:
exploit policies you've learned to be goode
explore policies you're not sure about?




¢ Q(TK In N)"2is a known lower bound on regret
[Auer et al. '02] even in the stochastic setffing.

& Algorithms achieving O(KT polylog N) /2 regret
are said to be optimal.

& greedily first exploring (acting randomly) then
exploiting (following best policy) cannot be
optimal. Optimal algorithms must be adapfive.



Upper Confidence Bounds

1 [Auer '02]
o8 T o+ T
} 1
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At every fime step:

1) choose action with highest UCB

2) update confidence bound of
the arm pulled.

EXP3 Exponential Weights
[Auer et al '02]

At every time step:

1) sample from distribution defined
by weights (mixed w/ uniform)

2) Yexponential” weight updates



UCB vs EXP3: A Comparison

UCB
[Auer "02]

®Pros

Optimal in stochastic
setting.

Succeeds w.h.p.

&®Cons

Fails in adversarial
setting.

Not optimal in the
contextual setting.

EXP3 & Friends
[Auer et al. '02]

®Pros

Optimal for adversarial
and stochastic setfings.

Adaptable to the
contextual setting

&®Cons

Succeeds only in
expectation.




Algorithm Optimal?
Exp4 Yes
[ACES '02]
epoch-geedy NoO
[LZ '07]
Exp3.P [ACFS '02] Yes

UCB [Auer '00]

High Prob?

NO

Yes

Yes

Context?

Yes

Yes

No




Algorithm Optimal? High Prob? Contexi?
Exp4 Yes No Yes
[ACES '02]
epoch-geedy NoO Yes Yes
[LZ '07]
Exp3.P [ACFS '02] Yes Yes No
UCB [Auer '00]
Exp4.P Yes Yes Yes

[BLLRS "11]




EXP4.P m

[Beygelzimer-Langford-Li-R-Schapire '11]

Main Theorem [BLLRS '11]: For any é >0, w.p. at least 1-8,
EXP4P has regret at most O(KT In (N/8))"2 in adversarial
contextual bandit setting.

Combines advantages of Exponential Weights and UCB.

« Optimal for both the stochastic and adversarial settings
« Works for contextual case (also non-contextual case)

* A high probability result




|deas Behind Exp4.P m

(all appeared in previous algorithms)

® exponential weights

keep a weight on each expert that drops exponentially in
the expert’s (estimated) performance

m ypper confidence bounds

adds an upper confidence bound on each expert’s
estimated reward

® ensuring exploration

make sure each action is taken with some minimum
probability

® mportance sampling

give rare events more importance to keep estimates
unbiased



Key Insights

key insights
(on top of UCB/ EXP)
1) exponential weights
and confidence
bounds “stack”
2) generalized
Bernstein’s inequality
for martingales =3




Algorithm Optimal? High  Context? Efficient?

Prob?

Exp4 Yes NoO Yes No
[ACFS "02]

epoch-geedy No Yes Yes Yes

[LZ '07]

Exp3.P [ACFES '02] Yes Yes No Yes
UCB [A '00]

Exp4.P Yes Yes Yes No

[BLLRS '10]
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Evaluation ﬂ

& We chose a policy class for which we could efficiently
keep track of the weights.

¢ Created 5 clusters, using user features.
¢ Policies mapped clusters to article choices.

€ Ran on personalized news article
recommendations for Yahoo! front page.

& We used a learning bucket on which we ran the
algorithms and a deployment bucket on which we
ran the greedy (best) learned policy.



Experiments EI

Reported estimated (hormalized) click-through rates
on front page news. Over 41 M user visits. 253 total
arficles. 21 candidate articles per visit.

| EXP4P EXP4
Learning 1.0625 1.0988 1.3829
eCIR
Deployment 1.6512 1.5309 1.4290
eCIR

Why does this work in practicee
IMcMahan '11]



A Generdl Efficient Algorithm?
[DHKKLRZ "T1]

EXP4.P’s regret grows only logarithmically with N.
this suggests

We could compete with a huge set of policies!
(e.g. N=K'%0 becomes 10 log"? K in the regret)

however

Exp4.P explicitly “keeps track” of all policies. Reading in
all recommendations, for large N, would take too long.



Reduce to Supervised Learning! El
(Idea from [Langford-Zhang '07])

¢ "Competing” with an exponentially large set of policies is
commonplace in supervised learning.

€ Recommendations of the policies/functions don't need to
be explicitly read when the policy class has structure!

Supervised
Learning
Oracle

A good
policy pin Il

Policy class I1




Reduce to Supervised Learning! 32
(Idea from [Langford-Zhang '07])

¢ "Competing” with an exponentially large set of policies is
commonplace in supervised learning.

€ Recommendations of the policies/functions don't need to
be explicitly read when the policy class has structure!

X, X2
X X
3 4 Warning: NP-
X5 Xg Hard in A goqd
General policy p in I1

Policy class I1




context: X, Xy
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Thm: [Dudik-Hsu-Kale-Karampatziakis-Langford-R-Zhang '11]:
For any & >0, w.p. af least 1-§, given access to a learning
oracle, R-UCB has regret O((KT In (NT/3))"2 in the stochastic
contextual bandit setting and runs in time poly(K,T, In N).




Thm: [Dudik-Hsu-Kale-Karampatziakis-Langford-R-Zhang '11]:
For any & >0, w.p. af least 1-§, given access to a learning
oracle, R-UCB has regret O((KT In (NT/3))"2 in the stochastic
contextual bandit setting and runs in time poly(K,T, In N).

if arms chosen among only “good” policies w/ variance < 2K, we win
can prove this exists via a minimax theorem

1

this can be softened to occasionally allow choosing of bad policies
via “randomized” upper confidence bounds

1

creates a problem of how to choose arms as to safisfy the constraints
expressed as convex optimization problem

1

solvable by ellipsoid algorithm
can implement a separation oracle with the supervised learning oracle



Thm: [Dudik-Hsu- -/hang '11]:
For any ¢ >
oracle, R;
cont :

Big theoretical
breakthrough!

i ies

But not practical.

cred (and needs stochastic assumpftion)

can implemen learning oracle




A research goal of mine: make this work in adversarial model.
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ABOUT COIP

The Community Outreach Intervention Projects (“COIP"),
School of Public Health, University of Illinois at Chicago was
founded in 1986 to address HIV/AIDS, particularly among
people who use drugs. COIP operates from storefront sites in
Austin, Humboldt Park, West Englewood, South Chicago, and
Uptown. Other neighborhoods are served by COIP’s motorhome
and mobile van units. COIP’s interventions are known for their
use of the Indigenous Leader Outreach Model, which employs
former drug users to deliver services and assist in conducting
research.

COIP’s services include street outreach, counseling and testing
for HIV, syphilis and other infectious diseases associated with
substance use, case management for people who are HIV
positive, syringe exchange, drug abuse and risk reduction
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program that enhances linkages to care for HIV positive
women exiting jail. COIP also makes many referrals to other
providers such as drug treatment programs. Through a
collaboration with UIC’s Community Clinic Network, all COIP’s
storefront sites provide free medical, mental health and
pharmacy care for people living with HIV, and one site offers
free dental care.

COIP also conducts research to better understand HIV/AIDS in
Chicago communities. Recent studies have examined or

Consortium for
Modeling and
Analysis of
Treatments
and
Inferventions
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Feature-Efficient
Prediction

with
Huang and Powers




Feature-Efficient Prediction m
Examples

® Medical testing

Want to predict what patients are sick with, but
tests might be expensive or dangerous.

m Displaying internet results

Want to give users the best results you can, but if
you don’t give results within 300 milliseconds, users
will leave.



Model

m Goalis to do supervised learning, using a limited
number of features in test-time.

®m Given a budget on total cost: on each example, the
learner must look at no more features than allowed by
the budget.

m Fach feature has an associated cost.
m Budget only limited in test data, not training.

m Predictors that do this are feature-efficient.



Lots of work on this problem m

m Sequential analysis: when to stop sequential clinical trials.
[Wald "47] and [Chernoff '72]

® PAC learning with incomplete features.
[Ben-David-Dichterman '93] and [Greiner et al. '02]

® Robust prediction with missing features.
[Globerson-Roweis '06]

® | earning linear functions by few features
[Cesa-Bianchi et al. '10]

® |[ncorporating feature costs in CART impurity [Xu et al. '12]

= MDPs for feature selection [He et al. '13]



A "“Weigh + Measure” |deao m
[R'11]

® An ensemble is usually a weighted vote of many
simple rules.

® The simple rules are usually feature-efficient.

m Taoke a vote of only a few of the rules.



AdaBoost in Pictures (Slides from Schapire) m

Toy Example

weak classifiers = vertical or horizontal half-planes



AdaBoost in Pictures (Slides from Schapire)

Round 1
hy zz'z_
&
® @ + -
. - + -
= == + -
€1=0.30

0t;=0.42



AdaBoost in Pictures (Slides from Schapire) m

Round 2




AdaBoost in Pictures (Slides from Schapire) m

Round 3

£3=0.14
05=0.92



AdaBoost in Pictures (Slides from Schapire) m

Final Classifier

H =sign | 0.42 +0.65 +0.92
final




AJABOOSTIRS [R'11] ﬂ

Training: tfrain AdaBoost (or any ensemble).

Prediction:

1. Sample the weak learners depending on their
voting weights and feature costs.

2. Take aimportance-weighted vote of the
sampled weak learners.

Intuition:

If ensemble has strong preference, sampling will
converge fast. If ensemble is split, who cares?

(Thm resembles margin bound [Schapire et al. '98])



Experiments with AdaBoostRS ﬂ

40

35 —error rate of AdaBoost

30 error rate of AdaBoostRS

25 —percent features used by AdaBoostRS
20

15

10

5

o 4

"TEREBXSRRAETRABAUTIFIRIEIFTRB IS
AN NN NN N MMM MMM MM S

On ocrl17 dataset. x-axis is number of samples taken.



Room for Improvement m

Can we improve by moving the optimization into
training@

Turns out: yes, by a lof! [Huang-Powers-R "14]
m Naive idea: frain AdaBoost until budget runs out

B mprovement:. choose weak learners more wisely



AdaBoost (S ) where: S C X x {—1,+1}

AR A

e oXN O

given: (x1,¥1), .oy (Xms Ym) € S
initialize Dy (i) = -

for t=1,..., T do
train base learner using distribution D,.

get hy e H: X — {-1,+1}.

choose a; = %lni—ﬁyﬁ—:, where v, = > . D;(i)y:he(x;).

update D,.1(i) = D.(i) exp(a.yih:(x;))/ Z:,
end for

output the final classifier H(x) = sign (E:T=1 ath,(x))




AdaBoostBT(S,B,C) where: S C X x {—1,+1}, B > 0,
C:[n] > R*

1. given: (x1,)%1), .., (Xm, ¥Ym) € S

2: initialize Dy(i)= =, B, = B

3: for t=1,..., T do

4:  train base learner using distribution D,.

5 get hhe H: X —{-1,+1}.

6: if the total cost of the unpaid features of h; exceeds B,
then

7: set T =t —1 and end for |

8: else set B;.; as B; minus the total cost of the unpaid

features of h,, marking them as paid
1+, ,
9: choose a; = %ln&, yvhere Ye = D De()yih:e(x;).
10:  update D,.1(i) = D:(i) exp(ayih:(x;))/ Z:,
11: end for
12: output the final classifier H(x) = sign (Z:T=1 a,ht(x))



How fo choose weak learner h,¢

Training error of AdaBoost is bounded by
[Freund-Schapire '97]

Pr[H(x) # y] < H 1—77

With budgets, we need to consider two effects:
€ high edges make individual terms smaller
€ low costs allow for more terms in the product




Two Optimizations
[Huang-Powers-R '14]

First idea: assume all future rounds will behave
like current. Leads to optimization

N hy = argmin ((1 — 'Yt(h)z)c_(lﬂ)

Second idea: smoothed version of first.

! hy = argming 4, ((1 — %(h)z) (8—8:)*c(h))




Experiments with costs ~ U(0,2)
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Active Learning

with
Liu and Ziebart




Pool-Based Active Learning

® A pool based active learning algorithm sequentially
chooses which labels to solicit from a pool of
examples. [Lewis-Gale '94]

m Usually constructs estimate of conditional label
distribution P(y | X) from labeled dataset.

m Jses own estimate to select next datapoint label.

(I'll focus on logloss, but ideas are more general)



Uncertainty Sampling

® Many active learning strategies employ
uncertainty sampling — selecting examples about
which the algorithm is least certain.

m Other strategies assess how a label:
s expected to change model [Setftles-Craven '08]

mreduces an upper bound on the generalization error
iINn expectation [Mackay "92]

B represents the input patterns of remaining unlabeled
data [Settles '12]



A Problem m

Current active learning algorithms often perform
poorly in practice [Aftenberg-Provost "11].

Whye

®|n order 1o be take advantage of active
learning, a biased label solicitation strategy
should be used.

® Most current active learning strategies are
overconfident, given this bias.



Typical Active Learner Behavior |28




Desired Behavior m




Some Attempts to Fix This m

m Seeding the active learner with a small random
set [Dligach-Palmer '11].

m Restricting the active learner to a small set of
examples [Schein-Ungar '07/].

mEiC.

However, these modifications freat the symptoms
of optimistic modeling and biased sampling and
restrict the acftive learner, undermining its benetfit.



Riased Label Solicitation

Key idea: Active learning always leads to sample
selection bias exists. Here, known as covariate shiff --
P(Y | X) is shared in source and target distributions.

Tackling covariate shift is difficult. A common
approach is importance re-weighting of source
samples x according to Py, (X)/Pg(X) and minimizing
a reweighted version of the loss [Shimodaria '00].

This converges slowly [Cortes-Mansour-Mohri "10] and the
variance of estimates is too high to be useful.



Logistic Regression Models
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Approach m

® We use the recently developed RBA (robust bias-
aware prediction) framework for tackling
covariate shift [Liu-Ziebart '14].

mRBA solves a game against a constrained
adversary that chooses an evaluation

distribution: logarithmic loss
.

min max Ep .\ ule [r—logf’(Y|X5]
Plyle) Pula)es DT

The set = constrains the adversary



Robust Prediction Strategy

= The RBA predictor can be obtained by solving the
dual of a conditional max entropy estimation
problem. [Liu-Ziebart "14]

® Can be shown to upper bound the the
generalization loss, under some assumpftions.
[Grunwald-Dawid '04]

= P__(X) needs to be estimated — we use kernel density
estimation with Gaussian kernels for P . (x).

® The RBA predictor turns out to less certain where the
labeled data underrepresents the full data
distribution.



Sampling Strategies

m active robust — select point with largest value
condifioned entropy

® gctfive random — select point at random

m active density — select point with highest
density ratio of P5(x)/P (X)



Standard Logistic Regression Models
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Our Results (logloss) [Liu-R-ziebart 15]
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Our Results (error) [Liu-R-Ziebart '15]
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Predictions




Discussion




Summary

m Gave first optimal and (theoretically) efficient
algorithm for contextual bandits by reducing to
supervised learning.

m Showed how to make any ensemble algorithm
“feature efficient”.

m Gave an a principled active learning algorithm
with impressive empirical performance.



Observations

m Progress occurred in stages — eg. contextual
algorithm was first made optimal but inefficient, then
theoretically efficient, then practical (by others).

m All these problems originate from practical concerns.

m Fach of these areas heavily used theory, but
Included practical elements, verified on large data.
E.g. active learning’s density estimation.



Open Problems

m A practical, optimal contextual bandit algorithm
that works in adversarial setting.

m Better models for trading off error / prediction fime.

m Pessimistic active learning applied directly to
classification error.

® [n general: machine learning problems where
principled new algorithms can tackle important
application areas!



The End

Thank you! Any Questionse



