
CONTEXTUAL BANDIT ALGORITHMS 
FOR  
INTERNET-SCALE APPLICATIONS 

LEV REYZIN 
UIC MATHEMATICS 
ASA: RECENT ADVANCES IN MACHINE LEARNING

1



2



3



4



SERVING CONTENT TO 
USERS

IP address, browser properties, etc.

result (ie. ad, news story)

click or not

5



SERVING CONTENT TO 
USERS

IP address, browser properties, etc.

result (ie. ad, news story)

click or not

6



SERVING CONTENT TO 
USERS

IP address, browser properties, etc.

result (ie. ad, news story)

click or not

context xt

action jt

reward rjt(t)

7



1

2

3

…

k

01 2 4 … T3

MULTIARMED BANDITS 
[ROBBINS ’52] 

8



1 2 4 … T

click

3 1

2
1

2

3

…

k

MULTIARMED BANDITS 
[ROBBINS ’52] 

9



1 2 4 … T

click

3

click

2

3
1

2

3

…

k

MULTIARMED BANDITS 
[ROBBINS ’52] 

10



1 2 4 … T

click

3

click

no

2

2
1

2

3

…

k

MULTIARMED BANDITS 
[ROBBINS ’52] 

11



1 2 4 … T

click

3

click

click

click

no

0.4T

1

2

3

…

k

MULTIARMED BANDITS 
[ROBBINS ’52] 

12



0.5T

0.2T

0.33T

0.1T

0.4T

1

2

3

…

k

MULTIARMED BANDITS 
[ROBBINS ’52] 

13



0.5T

0.2T

0.33T

0.1T

regret = 0.1T

0.4T

1

2

3

…

k

MULTIARMED BANDITS 
[ROBBINS ’52] 

14



$01 2 4 … T3

N experts/policies/functions 
think of N >> K

context:

1

2

3

…

k

CONTEXTUAL BANDITS 
[AUER-CESABIANCHI-FREUND-SCHAPIRE ’02]

15



$01 2 4 … T3

N experts/policies/functions 
think of N >> K

5

1

K

1

4

3

context:    x1

1

2

3

…

k

CONTEXTUAL BANDITS 
[AUER-CESABIANCHI-FREUND-SCHAPIRE ’02]

16



11 2 4 … T3

N experts/policies/functions 
think of N >> K

1
click

context:    x1

5

1

K

1

4

3

1

2

3

…

k

CONTEXTUAL BANDITS 
[AUER-CESABIANCHI-FREUND-SCHAPIRE ’02]

17



0.2T1 2 4 … T3

N experts/policies/functions 
think of N >> K

.12T

click

context:    x1            x2           x3          x4          …            xT 

no

no

click

no

.1T

.2T

.22T

0

.17T

1

2

3

…

k

CONTEXTUAL BANDITS 
[AUER-CESABIANCHI-FREUND-SCHAPIRE ’02]

18



0.2T1 2 4 … T3

N experts/policies/functions 
think of N >> K

.12T

context:    x1            x2           x3          x4          …            xT 

.1T

.2T

.22T

0

.17T

regret = 0.02T

1

2

3

…

k

CONTEXTUAL BANDITS 
[AUER-CESABIANCHI-FREUND-SCHAPIRE ’02]

19



$0.2T1 2 4 … T3

context:    x1            x2           x3          x4          …            xT 

the clicks can come i.i.d. from a 
distribution or be arbitrary 
stochastic / adversarial 

The experts can be present or not. 
contextual / non-contextual

1

2

3

…

k

CONTEXTUAL BANDITS 
[AUER-CESABIANCHI-FREUND-SCHAPIRE ’02]

20



Harder than supervised learning: 
In the bandit setting we do not know the rewards of 
actions not taken. 

Many applications 

Ad auctions, medicine, finance, … 

Exploration/Exploitation 

Can exploit expert/article you’ve learned to be good. 
Can explore expert/article you’re not sure about.

BANDITS
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EPSILON-FIRST

Rough idea of ε-first (or ε-greedy): act randomly for ε 
rounds, then go with best (arm or expert). 
Rough analysis: even for 2 arms, we suffer regret ε+
(T-ε)/(ε1/2). 

• ε≈ T2/3  is optimal tradeoff, gives regret ≈ T2/3 

But actually O(T)1/2 regret is possible!
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Two Types of Approaches

UCB 
[Auer ’02]

EXP3 / EW
[Littlestone-Warmuth ’94] 

[Auer et al. ’02]1

0.5

0 t=1

t=2

t=3
…

Algorithm: at every time step 
1) pull arm with highest UCB 
2) update confidence bound of the 

arm pulled.

Algorithm: at every time step 
1) sample from distribution defined by 

weights (mixed w/ uniform) 
2) update weights “exponentially”

TRADITIONAL BANDIT ALGORITHMS
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UCB VS EXP3: A COMPARISON

UCB 
[AUER ’02]

◆Pros 
◆Optimal for the stochastic 

setting.  
◆Succeeds with high probability. 

◆Cons 
◆Does not work in the adversarial 

setting. 
◆Is not optimal in the contextual 

setting.

EXP3 & FRIENDS 
[ACFS ’02]

◆Pros 
◆Optimal for both the adversarial 

and stochastic settings. 
◆Can be made to work in the 

contextual setting 
◆Cons 
◆Does not succeed with high 

probability in the contextual setting 
(only in expectation).
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EXP4.P

Main Theorem [Beygelzimer-Langford-Li-R-Schapire ’11]:  
For any δ>0, with probability at > 1-δ, EXP4P has “optimal” 

regret in the adversarial contextual bandit setting.

key insights  
on top of UCB/ EXP 

1) exponential weights and 
upper confidence bounds 
“stack” 

2) generalized Bernstein’s 
inequality for martingales

t=1

t=2

t=3
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IDEAS BEHIND EXP4.P 
(ALL APPEARED IN PREVIOUS ALGORITHMS)

exponential weights 
• keep a weight on each expert that drops exponentially in the 

expert’s (estimated) performance 
upper confidence bounds 

• use an upper confidence bound on each expert’s estimated 
reward 

ensuring exploration 
• make sure each action is taken with some minimum probability 

importance weighting 
• give rare events more importance to keep estimates unbiased
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Exp4.P [Beygelzimer, Langford, Li, R, Schapire ’10]
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◆ Application – Yahoo! front page 

◆ We chose a special policy class for which we could 
efficiently keep track of the weights.  
◆ Created 5 clusters, with users (at each time step) 

getting features based on their distances to clusters.  
◆ Policies mapped clusters to article (action) choices.  
◆ Ran on personalized news article recommendations for 

Yahoo! front page.  

◆ We used a learning bucket on which we ran the algorithms 
and a deployment bucket on which we ran the greedy (best) 
learned policy.  

Experiments on Yahoo! Data
EXP4.P IN PRACTICE
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Reported estimated (normalized) click-through rates on 
front page news. Over 41M user visits.  253 total articles. 
21 candidate articles per visit.

EXP4P EXP4 ε-greedy
Learning 

eCTR
1.0525 1.0988 1.3829

Deployment 
eCTR

1.6512 1.5309 1.4290

Experimental Results
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Why does this work in practice?
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HOPE FOR AN EFFICIENT ALGORITHM? 
[DUDIK-HSU-KALE-KARAMPATZIAKIS-LANGFORD-R-ZHANG ’11]

For EXP4P, the dependence on N in the regret is logarithmic. 

this suggests 

We could compete with a large, even super-polynomial 
number of policies! (e.g. N=K100  becomes 10 log1/2 K in the 

regret) 

however 

All known contextual bandit algorithms explicitly “keep track” 
of the N policies.  Even worse, just reading in the N would 

take too long for large N.
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◆ “Competing” with an exponentially large set of policies is 
commonplace in supervised learning. 

◆ Recommendations of the policies/functions don’t need to 
be explicitly read when the policy class has structure!

Policy class Π

A good policy 
p in Π

x1
x2

x3 x4
x5 x6

…
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Learning 
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Reduce to Supervised Learning! 
(Idea from [Langford-Zhang ’07])

Warning: NP-
Hard in 
General
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Thm: [Dudik-Hsu-Kale-Karampatziakis-Langford-R-Zhang ’11]:  
For any δ>0, w.p. at least 1-δ, given access to a learning 

oracle, R-UCB has regret O((KT ln (NT/δ))1/2  in the stochastic 
contextual bandit setting and runs in time poly(K,T, ln N).
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Main idea:  

make a convex program that optimally 
“solves” the bandit problem. 

(Ab)use the supervised learning oracle to act 
as a separation oracle for this problem. 
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A research goal: make this work in adversarial model.

Taming the Monster: A Fast and Simple Algorithm for 

Contextual Bandits  

[Agarwal-et al. ’14]



Back to Contextual Bandits
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Bandit Slate Problems 
[Kale-R-Schapire ’11]

Instead of selecting one 
article, we need to select 
s ≥ 1, articles (possibly 
ranked).  The motivation 
is web ads where a 
search engine shows 
multiple articles at once.



Algorithm Idea
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Algorithm Idea
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Algorithm Idea

multiplicative update
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Algorithm Idea

relative entropy projection

Also “Component Hedge,”  
independently by Koolen et al. ’10. 44



Algorithm Idea
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An Interesting Issue: Ads
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SECOND PRICE, TRUTHFUL BIDDING

$20

$18

$17

$10

he wins at 
his bit

The dominant 
strategy is to 
bid your true 
price!
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CONTEXTUAL ADVERTISING

1. For an ad to be shown, it must have high expected earnings. 
Earnings = clickthrough rate (CTR)  x expected charged price 

2. CTR must be learned 
a classic contextual bandits problem 

3. Charged prices are functions of the bids of advertisers. 
e.g. Can’t ever charge more than an advertiser’s bid 

4. Ads must be shown so that CTR is learned quickly, but the 
auction should be truthful.
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SUMMARY

When dealing with many customers/
subscribers and many options, a smart 

automated strategy needs to be employed. 

This is becoming true of nearly every 
company presenting content online. 

Presents many important mathematical 
challenges, most of which are wide open.
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THANK YOU!
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